
Relation # MF Inf Post Pre Joint

person/company 102 0.07 0.03 0.15 0.31 0.35
location/containedby 72 0.03 0.06 0.14 0.22 0.31
author/works written 27 0.02 0.05 0.18 0.31 0.27
person/nationality 25 0.01 0.19 0.09 0.15 0.19
parent/child 19 0.01 0.01 0.48 0.66 0.75
person/place of birth 18 0.01 0.43 0.40 0.56 0.59
person/place of death 18 0.01 0.24 0.23 0.27 0.23
neighborhood/neighborhood of 11 0.00 0.00 0.60 0.63 0.65
person/parents 6 0.00 0.17 0.19 0.37 0.65
company/founders 4 0.00 0.25 0.13 0.37 0.77
film/directed by 2 0.00 0.50 0.50 0.36 0.51
film/produced by 1 0.00 1.00 1.00 1.00 1.00

MAP 0.01 0.23 0.34 0.43 0.52
Weighted MAP 0.03 0.10 0.21 0.33 0.38

Table 1: Zero-shot Relation Learning: Average and
(weighted) mean average precisions with relations that do
not appear in any of the annotated formulae omitted from
the evaluation. The difference between “Pre” and “Joint”
is significant according to the sign-test (p < 0.05).

For every matrix factorization based method we
use k = 100 as the dimension for the embeddings,
� = 0.01 as parameter of the `2-regularization and
↵ = 0.1 as initial learning rate for AdaGrad, which
we run for 200 iterations.

5 Results and Discussion

To evaluate the utility of injecting logic formulae
into the embeddings, we present a comparison on a
variety of benchmarks. First, in §5.1 we study the
scenario of learning extractors for relations for which
we do not have any Freebase alignments, evaluating
how the approaches are able to generalize only from
logic formulae and textual patterns. In §5.2 we then
describe an experiment where the amount of Free-
base alignments is varied in order to assess the effect
of combining distant supervision and background
knowledge on the accuracy of predictions. Although
the methods presented in this paper target relations
with insufficient alignments, we also provide a com-
parison on the complete distant supervision dataset
in §5.3. We conclude in §5.4 with a brief analysis of
the reasoning capacity of the learned embeddings.

5.1 Zero-shot Relation Learning
We start with the scenario of learning extractors for
relations that do not appear in the KB schema, i.e.,
those that do not have any textual alignments. Such
a scenario occurs in practice when a new relation
needs to be added to the KB for which no facts are
known that would connect the new relation to ex-
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Figure 2: Relations with Few Distant Labels:
Weighted mean average precisions of the various methods
as the fraction of Freebase training facts is varied.

isting relations and surface patterns. For accurate
extractions for such relations, the model needs to rely
primarily on background domain knowledge to iden-
tify relevant textual alignments, but also at the same
time needs to utilize the correlations within textual
patterns for generalization. To simulate this setup,
we remove all alignments between all entity-pairs
and Freebase relations from the distant supervision
data, use the extracted logic formulae (§4) as back-
ground knowledge, and evaluate on the ability of the
different methods to recover the lost alignments.

Table 1 provides detailed results. Unsurprisingly,
matrix factorization performs poorly since embed-
dings cannot be learned for the Freebase relations
without any observed cells. Logical inference is lim-
ited by the number of known facts that appear as
premise in one of the implications. Although post-
factorization inference is able to achieve a large im-
provement over logical inference, explicitly injecting
logical formulae into the embeddings (i.e. learning
low-rank logic embeddings) using pre-factorization
inference or joint optimization gives superior results.
Last, we observe that joint optimization is able to
best combine logical and textual patterns for accu-
rate, zero-shot learning of relation extractors.

5.2 Relations with Few Distant Labels

In this section we study the scenario of learning rela-
tions that have only a few distant supervision align-
ments, in particular, we observe the behavior of the
various methods as the amount of distant supervision
is varied. We run all of the methods on training data


