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Abstract

Methods that use latent representations of data, such as matrix
and tensor factorization or deep neural methods, are becoming
increasingly popular for applications such as knowledge base
population and recommendation systems. These approaches
have been shown to be very robust and scalable but, in con-
trast to more symbolic approaches, lack interpretability. This
makes debugging such models difficult, and might result in
users not trusting the predictions of such systems. To over-
come this issue we propose to extract an interpretable proxy
model from a predictive latent variable model. We use a so-
called pedagogical method, where we query our predictive
model to obtain observations needed for learning a descrip-
tive model. We describe two families of (presumably more)
descriptive models, simple logic rules and Bayesian networks,
and show how members of these families provide descriptive
representations of matrix factorization models. Preliminary
experiments on knowledge extraction from text indicate that
even though Bayesian networks may be more faithful to a
matrix factorization model than the logic rules, the latter are
possibly more useful for interpretation and debugging.

1 Introduction
In many successful machine learning models, a set of latent
vectors is learned by means of minimizing an error function
with respect to training data. These include models of matrix
and tensor factorization and neural architectures. One advan-
tage of these models is their scalability: they can be trained
on massive amounts of data and achieve high accuracy, mak-
ing them attractive for many large-scale, real-world tasks
such as Recommender Systems (Koren, Bell, and Volinsky
2009) and Information Extraction (Riedel et al. 2013). An
increasingly desirable property for machine learning systems
is human interpretability, both to (a) explain the model and
its predictions, and (b) to debug possible mistakes. However,
latent representations that use such dense, real-valued vectors
are notoriously difficult to interpret.

One way to address this lack of interpretability is to em-
ploy hybrid symbolic and probabilistic frameworks such as
Markov Logic (Richardson and Domingos 2006) or Bayesian
Logic Programs (Milch et al. 2005), but in practice these of-
ten suffer from limited scalability. Constraints such as those
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Figure 1: Since the internal representation of latent variable
models (e.g. latent vectors of a matrix factorization model)
are not easy to comprehend by the end-user, we investigate
two simpler but more interpretable proxy models: Bayesian
networks and first-order logic formulae.

imposed in nonnegative matrix factorization make consider-
able steps towards addressing this concern, however they still
lack the interpretability of purely symbolic models in which,
for example, predictions are derived from explicitly stated
rules or from a few features.

In this paper, we still use scalable latent variable mod-
els for prediction, but additionally learn simpler, human-
interpretable descriptive models that can be used to explain
the behavior of these more complex latent models. More con-
cretely, given a latent variable model, we seek to find a more
interpretable proxy model that approximately behaves like
the original model. This problem has been addressed before
in the context of Artificial Neural Networks (Craven and
Shavlik 1996), (Thrun 1995), where a set of logic rules is
extracted from a neural network by either, training on pre-
dictions from the neural network, analyzing its neurons, or
both. The objective of the set of rules learned is to mimic the
behavior of the neural network in order to act as a descriptive
model and provide confidence in the predictions made by
the neural network. To the best of our knowledge, however,
there is no work in knowledge extraction from tensor-based
models; given the wide impact and acceptance of this models,
we consider of big importance to have a descriptive proxy
model that can provide a human-readable description of their


