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Figure 1: Fidelity of the descriptive models to the
MF model.

of the predictive model. That is, the ranked list
of facts produced by the logical rules matches the
predictions of the MF poorly. This might be due
to their deterministic nature: since their response
is in a binary domain they are not able to provide
a confidence value in [0,1]. This makes it difficult
to capture the ranking behavior of the MF model.

The decision trees provide more sensible confi-
dence scores and hence rankings. This is reflected
in better average precision curves. The BN model
outperforms the other models substantially. We
believe that this is a consequence of its probabilis-
tic formulation, and the ability to capture the joint
nature of the MF model better.

Interpretability We show two examples
of ”explanations” for wrong predictions
as produced by the different descriptive
models. Figure 2a shows the causes for
the MF model to predict the wrong fact
arenaStadium(PhiladelphiaEagles, Canton)
with confidence of 0.885. We see a BN expla-
nation in Figure 2a: the snippet of the BN that
connects observed relations and the prediction.
The observed node, playAt, influences the
next nodes in the trajectory towards the target
node arenaStadium. A clear error of the MF
model is indicated by the connection in the BN:
beatAt ! arenaStadium.

Following the above example, the deci-
sion tree learned specifically for the relation
arenaStadium shows a confidence of 1.0 for the
same fact. The explanation is the rule ifplayAt =
1thenp(arenaStadium = 1) = 1.0. We think
that the interpretability of the decision tree and
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Figure 2: BN learned from MF model shows an
explanation of the causes that elicited two wrong
predictions by the MF model. Bold arrow indi-
cates a wrong conection, bold nodes indicate ob-
served relations.

the BN are quite comparable in this case. By
contrast, the logical system does not even pre-
dict this fact as it missed the playAt(x, y) )
arenaStadium(x, y) implication.

In Figure 2b we can see
the explanation of why the fact
reviewMovie(DanielKahneman,Nobel)
was predicted by the MF model as true. Given
that this text pattern is not a target Freebase
relation, no decision tree was learned for it, so no
explanation from this model can be sought. On
the other side, in the set of logic rules none of
the observed neither the target pattern appeared,
meaning that their statistical dependence with
respect to other patterns was really low.

6 Conclusion

The problem of finding interpretable descriptive
models for high-performance latent variable mod-
els has been discussed before, but we believe it is
time for the community to revisit it. The reasons
are both the recent successes of latent variable
models, and the increasing complexity of the tasks
they address. In particular, in this work we looked
at matrix factorization models for knowledge base
population, a more complex task than the classifi-
cation problems considered in existing literature.
As the starting point we proposed three descrip-
tive representations: implication logic rules, de-
cision trees and Bayesian network trees—a repre-
sentation that has not been previously considered.
We found that Bayesian Network trees provide a
very competitve combination of fidelity and inter-
pretability.


