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Best 
Sys

CRIM/
LIUM Sys1 Sys2 Sys3 LIUM Sys4 Sys5 Sys6 Sys7 Sys8 Sys9

Overall 
WER(%)

23.7 26.6 27.5 27.8 28.8 30.4 30.9 31.2 35.5 38.0 38.7 40.8

MGB 2015 challenge results for ASR task on BBC data



Introduction
MGB 2015 challenge result 
Detailed performance of the best system

Show Best system
Daily Politics 10.4

Magnetic North 11.6
Dragons’Den 11.5

Eggheads 14.1
Athletics London 14.7

Point of View 13.5
Syd Barrett 21.3
Top Gear 21.8
Blue Peter 24.6

Legend of the Dragon 21.7
The North West 200 27.7

Holby City 32.1
The Wall 33.7

One Life Special Mum 35.3
Goodness Gracious ME 37.2

Oliver Twist 41.4

Overall WER(%) 23.7
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Introduction

ASR errors have impact on downstream applications: 
✤ Information retrieval  
✤  Speech to speech translation 
✤  Spoken language understanding 
✤  Enhancement of training corpus of acoustic model from unlabeled data 
✤  etc.
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Introduction

ASR errors have impact on downstream applications: 
✤ Information retrieval  
✤  Speech to speech translation 
✤  Spoken language understanding 
✤  Enhancement of training corpus of acoustic model from unlabeled data 
✤  etc.

ASR error detection can help
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✓ Related work 
✤ Approaches based on Conditional Random Field (CRF) 

✦ OOV detection [C. Parada et al. 2010] 

• Contextual information 

✦ Errors detection [F. Béchet & B. Favre 2013] 

• ASR based, lexical and syntactic informations 

✦ Errors detection at word/utterance level [Stoyanchev et al. 2012] 

• Syntactic and prosodic features 

✤ Approach based on neural network 

✦ Errors detection [T. Yik-Cheung et al. 2014] 

• Complementary ASR systems
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✓ Contributions 
✤ Neural approach 

✦ Word embeddings combination 

✦ Prosodic features 

✦ Confidence measures produced by the neural system 
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Word embeddings

 Mapping words to high-dimensional vectors (e.g. 200 dimensions)

R(W1) ⇡ R(Wn) ! W1 ⇡ Wn

Distance between vectors indicates the relation between words

R : Words = {W1, ...,Wn} ! V ectors = {R(W1), ..., R(Wn)} ⇢ R

d
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Word embeddings

 Mapping words to high-dimensional vectors (e.g. 200 dimensions)

R(W1) ⇡ R(Wn) ! W1 ⇡ Wn

Distance between vectors indicates the relation between words

What words have embeddings closest to a given 
word? [R.Collobert et al . 2011]

 2D t-SNE visualizations of word embeddings.   Left: 
Number Region; Right: Jobs Region [J.Turian et al . 2010]

R : Words = {W1, ...,Wn} ! V ectors = {R(W1), ..., R(Wn)} ⇢ R

d
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Neural architecture to compute 50 dimensional 
word embeddings

1. Tur: Collobert and  Weston 
embeddings revised by Joseph 
Turian [J.Turian et al. 2010] 

✤ Existence n-gram 

✤ Training criterion: score (n-gram) > 
score (corrupted n-gram) + some 
margin 
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Figure 4. Architecture of the deep neural network comput-

ing the score of the next word given the previous ones.

following ranking loss over sequences s sampled from
a dataset S of valid English text windows:

Cs =
X

w2D

1
|D|Cs,w =

X

w2D

1
|D| max(0, 1�f(s)+f(sw))

(5)
where D is the considered word vocabulary and S
is the set of training word sequences. Note that a
stochastic sample of the gradient with respect to Cs

can be obtained by sampling a counter-example word
w uniformly from D. For each word sequence s we
then compute f(s) and f(sw) and the gradient of
max(0, 1� f(s) + f(sw)) with respect to parameters.

6.1. Architecture
The architecture of our language model (Figure 4)
follows the work introduced by Bengio et al. (2001)
and Schwenk and Gauvain (2002), and closely resem-
bles the one used in Collobert and Weston (2008).
Each word i 2 D is embedded into a d-dimensional
space using a look-up table LTW (·): LTW (i) = Wi ,
where W 2 Rd⇥|D| is a matrix of parameters to
be learnt, Wi 2 Rd is the ith column of W and
d is the embedding dimension hyper-parameter. In
the first layer an input window {s1, s2, . . . sn} of n
words in D is thus transformed into a series of vectors
{Ws1 , Ws2 , . . . Wsn} by applying the look-up table to
each of its words.

The feature vectors obtained by the look-up table layer
are then concatenated and fed to a classical linear
layer. A non-linearity (like tanh(·)) follows and the
score of the language model is finally obtained after
applying another linear layer with one output.

The cost (5) is minimized using stochastic gradient
descent, by iteratively sampling pairs (s, w) composed
of a window of text s from the training set S and a
random word w, and performing a step in the direction
of the gradient of Cs,w with respect to the parameters,
including the matrix of embeddings W .

Figure 5. Ranking language model trained with vs without

curriculum on Wikipedia. “Error” is log of the rank of the

next word (within 20k-word vocabulary). In its first pass

through Wikipedia, the curriculum-trained model skips ex-

amples with words outside of 5k most frequent words (down

to 270 million from 631 million), then skips examples out-

side 10k most frequent words (doing 370 million updates),

etc. The drop in rank occurs when the vocabulary size

is increased, as the curriculum-trained model quickly gets

better on the new words.

6.2. Experiments
We chose the training set S as all possible win-
dows of text of size n = 5 from Wikipedia
(http://en.wikipedia.org), obtaining 631 million
windows processed as in Collobert and Weston (2008).
We chose as a curriculum strategy to grow the vocabu-
lary size: the first pass over Wikipedia was performed
using the 5, 000 most frequent words in the vocabu-
lary, which was then increased by 5, 000 words at each
subsequent pass through Wikipedia. At each pass, any
window of text containing a word not in the consid-
ered vocabulary was discarded. The training set is
thus increased after each pass through Wikipedia. We
compare against no curriculum, where the network
is trained using the final desired vocabulary size of
20, 000. The evaluation criterion was the average of
the log of the rank of the last word in each test win-
dow, taken in a test set of 10, 000 windows of text not
seen during the training, with words from the most
20, 000 frequent ones (i.e. from the target distribu-
tion). We chose the word embedding dimension to be
d = 50, and the number of hidden units as 100.

In Figure 5, we observe that the log rank on the target

Word embedding 
 of «the»

Word embeddings approaches(1/3)
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2. Word2vec [T.Micolov et al. 2013] 

✤ Continuous bag of words (CBOW) 

✦ predicting the current word based on 
its context

w(t-2)

w(t-1)

w(t+1)

w(t+2)

Sum

w(t)

input projection output

CBOW architecture

Word embedding 
 of «w(t-2)»

Word embeddings approaches(2/3)
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3. Glove: global vector for word representation [J.Pennington et al. 
2014] 

✤ Analysis of co-occurrences of words in a window 

✦ building a co-occurrence matrix 

✦ estimating continuous representations of the words

Word embeddings approaches(3/3)
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1. Simple concatenation (GTW) 

✤ concatenation of  100 dimensional word embeddings: glove, tur and w2v 

✤ word = vector of 300 dimensions 

Word embeddings combination (1/3)

glove tur w2v 300 D
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2. Principal Component Analysis (PCA) 

✤ Convert correlated variables into uncorrelated variables called principal 
components. 

Word embeddings combination (2/3)

GTW
correlation

 matrix

k (100 ou 200)

new coordinate 
system 

Vk GTW X Vk =

Combined embeddings

300

N 
words

300

300
ACP

300

300

300

N 
words

K

300

K

N 
words
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3. Auto-encoders 

✤ Denoising auto-encoder (GTW-D) 

3. Auto-encoders 

✤ Ordinary auto-encoder (GTW-O) 

Word embeddings combination (3/3)

100/200 D

glove tur w2v

glove tur w2v

glove tur w2v

noisy  process
  

 P(X|X)

X

X

~

X

~

300 D

300 D

Combined 
word 

embeddings
100/200 D

glove tur w2v

glove tur w2v

X

X 300 D

300 D

Combined 
word 

embeddings
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  Features used in [S.Ghannay et al. 2015] 

✤ Posterior probabilities 

✤ Lexical features 

• word length 

• existence 3-gram 

✤ Syntactic features 

• POS tag 

• word governors 

• dependency labels 

✤ Word                      Word embeddings

Set of features
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Word This is an example sentence

Pos DT VBZ DT NN NN

dependency labels SBJ ROOT NMOD NMOD PRD

Word governors is ROOT sentence sentence is

This DT SBJ is 
is VBZ ROOT ROOT 
an DT NMOD sentence 
example NN NMOD sentence 
sentence NN PRD is

Is

This sentence

an example

SBJ PRD

NMOD NMOD



✤ Classic acoustic-prosodic features 

✦ number of phonemes 

✦ average duration of phonemes  

✦ duration of the previous pause 

✦ average f0 of the word 

✦ f0 delta between the last and the first vowel of the word 

✦ f0 semitone delta  between the last and the first vowel of the word 

Set of features
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6 Combining word embeddings and prosodic features for ASR error prediction

(hyp.) for two distinct word sequences in the reference (ref.). We can see how
prosody patterns can contribute to identify the right words among di↵erent pos-
sible homophone word sequences. The phone time-codes delivered during forced
alignment are used to retrieve the corresponding f0 values both for reference
and hypothesis transcriptions, on three points for each vocalic segment. Since
the properties of central segments show more acoustic stability, we use measures
taken at the middle of vocalic segments in order to calculate f0 values at the
word level: (i) f0 mean of the word (in Hertz) and (ii) delta between f0 of the
first vocalic segment of the word and f0 of the last vocalic segment of the word
(in both Hertz and semitone).

(a)

(b)

Fig. 1: Illustration of prosodic parameters to speech recognition. Two samples
of [fisEl]: (a) corresponds to the French words ”ficelle (on)” (”twine (we)”); (b)
corresponds to ”fils et l(à)” (”son and th(en)”) which was wrongly transcribed
”ficelle” by the ASR system, the phone sequences of the pronunced and recog-
nized words being identical. Lines under the spectrogram: 1 = phones; 2 = ref.
syllables; 3 = ref. words; 4 = hyp. syllables; 5 = hyp. words.

4.2 Architecture

We have presented in a previous study a neural architecture based on a multi-
stream strategy to train the network, named multilayer perceptron multi stream
(MLP-MS). The MLP-MS architecture depicted in Figure 2 is used in order to
better integrate the contextual information from neighboring words. A detailed
description of this architecture is presented in [10].



[S. Ghannay et al. 2015] 

 

 

 

 

 

 

 

 

 

Neural architecture: MLP-Multi-Stream
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Experimental data

Training of the neural system: 

Automatic transcriptions of the ETAPE Corpus [G.Gravier et al. 2012], generated by:  

✤ ASR: CMU Sphinx decoder 
✦ acoustic models: GMM/HMM 

Training data of the word embeddings: 

Corpus composed of 2 billions of words: 
✦ Articles of the French newspaper ”Le Monde”,  
✦ French Gigaword corpus,   
✦ Articles provided by Google News, 
✦ Manual transcriptions: 400 hours of French broadcast news. 
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ASR Name #words 
REF

#words 
HYP WER

Sphinx 
GMM 

Train 349K 316K 25.9

Dev 54K 50K 25.2
Test  58K 53K 22.5



Evaluation results

✤ Neural architecture vs. CRF [F. Béchet and B. Favre 2013] 

✤ Evaluation metrics: 

✦ Error label: F-measure (weighted average of the precision and recall) 

✦ Overall classification: Classification error rate (CER)  

✦ Confidence measures: Normalized cross entropy (NCE)
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Experimental results

Comparison of different word embeddings (Dev corpus)

Label error Global
Neural architecture Embeddings F-measure CER

MLP-MS

Glove 
tur 
w2v

59.64 
57.58 
56.69

10.60 
10.54 
10.49

GTW 300 59.71 10.38

GTW-PCA100 
GTW-PCA200

59.04 
57.09

10.39 
10.48

GTW-O100 
GTW-O200 
GTW-D100 
GTW-D200

56.43 
61.86 
61.63 
63.42

10.28 
9.86 
10.12 
9.89
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Experimental results

Performance of MLP-MS on Test corpus

Label error Global

Approach F-measure CER
CRF(baseline) 57.52 8.79

GTW-O200 
GTW-D200

61.83 
62.25

8.10 
8.25
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Corpus Approach
Label error Global
F-measure CER

Test
CRF(baseline) 57.52 8.79

GTW-O200  
GTW-D200 

62.25 
64.42

8.10 
8.25

Experimental results

Performance of  MLP-MS (Test corpus)

Corpus Approach
Label error Global

F-measure CER

Test

CRF(baseline)+pros 59.17 8.57

GTW-O200+pros 
GTW-D200+pros

64.73 
64.42

7.96 
8.03
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Experimental results

Percentage of correct words based on PAP and confidence measures derived from MLP-MS and CRF

Calibrated confidence measure
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10 Combining word embeddings and prosodic features for ASR error prediction

LIUM ASR system is not calibrated at all. The CRF system also produces
well calibrated confidence measure. Furthermore, the use of prosodic features
improves the NCE score for all systems.

Name PAP softmax proba softmax proba CRF

GTW-D200 GTW-O200
Without prosodic features

Dev -0.064 0.425 0.443 0.445

Tes -0.044 0.448 0.461 0.457
With prosodic features

Dev -0.064 0.461 0.463 0.449
Test -0.044 0.471 0.477 0.463

Table 5: NCE for the PAP and the probabilities resulting from MLP-MS and
CRF.

As shown in Figure 3, the probabilities derived from our neural systems
and CRF match with the probability of correct words. More, the curves are
well aligned with the diagonal, especially for our neural systems with prosodic
features.
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Fig. 3: Percentage of correct words based on PAP and confidence measures de-
rived from MLP-MS and CRF: without (a) and with prosodic features (b)

6 Conclusion

In this paper, we have investigated the evaluation of di↵erent continuous word
representations on an ASR error prediction task. We have also proposed several
approaches to combine three types of word embeddings built by di↵erent meth-
ods. As well, we evaluated the use of prosodic features, in addition to classical
syntactic ones.

- prosodic features +prosodic features



Experimental results

Calibrated confidence measure

Name PAP Softmax proba 
GTW-D200

Softmax proba 
GTW-O200

CRF

Without prosodic features
Dev -0.064 0.425 0.443 0.445

Test -0.044 0.448 0.461 0.457

With prosodic features
Dev -0.064 0.461 0.463 0.449

Test -0.044 0.471 0.477 0.463
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NCE for PAP and the probabilities resulting from MLP-MS and CRF



Conclusions

ASR error detection system 
✤ Word embeddings combination 
✤ Prosodic features 

✤ MLP-MS architecture: 
➡ Outperforms CRF approach 
➡ Produces well calibrated confidence measures

ASR

Window size=5

Error

 -0.215 -0.171 0.071 0.9 
1 0 0 0 ....... 0 1 0 -0.1 0.2 
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000 1 0.04 .06 0.7 -0.545 .............0.5

 0.4 -0.741 0.871 0.19  -0.05 10 01 
000 1 0.04 .06 0.7 -0.545.............0.03
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